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The concept of robust design involves identification of design settings that make the product performance less sensitive to the effects of seasonal and environmental variations. This concept is discussed in this article in the context of batch distillation column design with feed stock variations, and internal and external uncertainties. Stochastic optimization methods provide a general approach to robust/parameter design as compared to conventional techniques. However, the computational burden of these approaches can be extreme and depends on the sample size used for characterizing the parametric variations and uncertainties. A novel sampling technique is presented that generates and inserts the Hammersley points (an optimal design for plotting n points uniformly on a k-dimensional cube) to provide a representative sample for multinorm probability distributions. The example of robust batch-distillation column design illustrates that the new sampling technique offers significant computational savings and better accuracy.

Introduction

Robust/parameter design is an off-line quality control method popularized by the Japanese quality expert G. Taguchi, for designing products and manufacturing processes that are robust in the face of uncontrollable variations (Bendell et al., 1990). At the design stage, the goal of parameter design is to identify design settings that make the product performance less sensitive to the effects of manufacturing and environmental variations, and deterioration.

In parameter design, Taguchi's stated objective is to find settings of the product or process design parameters that minimize an average quadratic loss function, defined as the average standard deviation of the response from a target value. In order to select the settings of the design parameters, a set of measures called signal-to-noise ratio (SNR) needs to be maximized. Taguchi uses orthogonal-array designs to arrive at the optimal settings. This approach is limited since it requires that the mean and variance of the output variable are not coupled (Hunter, 1985; Kackar, 1985; Nair, 1992). In order to evaluate whether this assumption holds, an a priori functional relationship between the input and output is required, but is seldom available for large and complex real-world problems. An alternative is to treat the design variables and the noise factors in a single matrix and develop the response directly as a function of the control and noise factors and then optimize the loss function via these approximations (Bastering, 1989; Welch et al., 1990; Yu et al., 1991). Clearly, the reliability of this optimization depends on the accuracy of the approximating models. Since many of the parameter design experiments are run for computer models, the computational cost of running the simulator often dictates the size of the samples used for constructing the response functions. Latin Hypercube (McKay et al., 1979) designs are now commonly used for constructing response surface models since they require a smaller number of samples as compared to the orthogonal array designs (Welch and Sacks, 1991). However, if the factor ranges of the control and noise are large, the input-output relationships are complex and larger samples are required to get reliable approximations (Carrin et al., 1991; Sacks et al., 1989; Welch et al., 1992). Therefore the availability of an efficient sampling technique that provides reliable estimates of the performance statistics using a reasonably small sample size lies at the heart of these approaches.

The most general approach to the robust or parameter design problem is to couple an optimizer directly with the computer-simulation model using stochastic descriptions of the
noise factors (Boyd, 1990; Dieward and Rubin, 1994). Such an approach is more reliable than using a response surface model; however, it is also computationally more expensive. The use of such a direct method is warranted in process applications where input-output relations are highly nonlinear and rugged (Dieward and Rubin, 1991). Furthermore, in process design, minimizing the variance (or the form of a loss function) can lead to severe overdesigns, therefore, an economic function needs to be included along with the loss function in the robust design evaluations, and operating or control variables (such as reflux ratio) should be considered in the optimal decisions to compensate for the variations. The stochastic optimization problem involves the evaluation of an aggregate measure (used as a performance statistic) derived from a multivariate probability distribution. For nonlinear models, this is done numerically using a representative sample from the multivariate space and has to be repeated at each optimization iteration, as shown in Figure 1, where the inside loop is an iterative stochastic model. One can easily envision the computational intensity of the stochastic optimization problem presented in the Figure 1. Therefore, an efficient sampling scheme that reduces the number of samples required for each iteration can significantly improve the computational efficacy of the stochastic optimization procedure.

In this article, we present a new and efficient sampling technique using the shifted Halton points for uniformly sampling a k-dimensional unit hypercube. This new sampling technique requires far fewer samples, as compared to other techniques, to approximate the mean and variance of distributions derived by propagating a representative sample (for the inputs) over nonlinear functions. For the robust design problem posed in terms of stochastic optimization, the use of this efficient sampling technique can significantly alleviate the computational burden.

Chemical processes are subject to a high degree of uncertainties. Stochastic variabilities or uncertainties in batch chemical processes typically arise from variations in the initial conditions (e.g., feed-stock composition and temperature) and operating procedures, as well as equipment failures and other unexpected reductions in resource availability, and noise in measurements used for monitoring and control purposes. For units such as batch crystallizers (Mullin, 1993) the uncertainties are inherent in crystal size distributions, and related property predictions. Furthermore, most industrial batch processes are operated through open-loop applications of an offline optimized input profile, such as feed or temperature, commonly known as optimal control profiles. These profiles even if recoplated using on-line measurements often contain nonnegligible uncertainties due to the system state being inferred from indirect, so-called model-based measurements, which can be subject to both stochastic measurement noise and structural model—model mismatch (Terwiesch, 1985). The need to take these uncertainties into consideration in the design and planning stage is well recognized (Rekittis et al., 1989; Cout and Machihaeto, 1989; Wasker et al., 1993; Migno et al., 1995; Tasi and Ching, 1996; Repapetori and Pishlopoulos, 1996). This new sampling technique provides an efficient and generalized approach for handling uncertainties in batch process design, optimization, scheduling, and planning. We illustrate this in the context of robust design of a batch distillation column that is subject to feedstock variations, modeling uncertainties, and measurement errors and report computational savings of up to a factor of 10.

In this article the conventional sampling techniques used in the literature are compared with the new sampling technique based on Halton points using the results of a large set of numerical experiments. The concept of robust design of batch distillation columns is presented, as well as the accuracy and computational efficiency gained by the use of this new sampling technique in solving the robust design problem.

Monte-Carlo and Latin-Hypercube Sampling Techniques

Perhaps one of the best known methods of sampling a probability distribution is the Monte-Carlo sampling technique, which is based on the use of a pseudorandom number generator to approximate a uniform distribution, U(6, 1) with $n$ samples. The specific values for each input variable are selected by inverting the $n$ samples over the cumulative distribution function. A Monte-Carlo sample has the property that successive points are independent. However, in most applications, the actual relationship between successive points in a sample has no physical significance, hence the independence/randomness of a sample for approximating a uniform distribution is not critical (Kintub, 1972). Moreover, the error of approximating a distribution by a finite sample depends on the distribution properties of the sample used for $U(0, 1)$ rather than its randomness. Once it is apparent that the uniformity properties are central to the design of sampling techniques, constrained or stratified sampling becomes appealing (Morgan andHenion, 1990).

Latin hypercube sampling (LHS) is one form of stratified sampling that can yield more precise estimates of the distribution function (Tanur and Shorrocksarier, 1984). The range of each $u_i$ is divided into nonoverlapping intervals of equal probability. One value from each interval is selected at random with respect to the probability density in the interval. The $n$ values thus obtained for $u_i$ are paired in a random...
manner with the $n$ values of $X_2$, and these $n$ pairs are combined with $n$ values of $X_3$ and so on to form $n^k$-tuples. The random pairing is based on a pseudorandom number generator. The main shortcoming with this stratification scheme is that it is one-dimensional and does not provide good uniformity properties on a $k$-dimensional unit hypercube. Until recently, the only known design for uniformity on a $k$-dimensional hypercube was a uniform grid (Papageorgiou and Wasilkowski, 1990). However, the uniform grid requires exponential sample points in the number of variables for good equidistribution properties. Recently, Wasilkowski (1991) showed that the shifted Hammersley points provide the location approximation of $k$-dimensional sample points on a unit hypercube so as to minimize the discrepancy from a uniform grid. The next section describes the new sampling technique, which is based on generating the Hammersley points, a variant of the sequence used by Wasilkowski.

**New Sampling Technique**

Since most of the stochastic optimization problems involve integrals of some probabilistic function, consider the approximation of an integral of a $k$-dimensional continuous function by sampling its values at a finite set of points. For the sake of simplicity let us assume that the integration is restricted to a $k$-dimensional unit cube. One straightforward approach is to place the points along equally spaced intervals on a $k$-dimensional grid. Although this is a good arrangement, the number of points needed to keep the average error less than $\epsilon$ is roughly proportional to $1/\epsilon^k$. The traditional alternative is to use a Monte-Carlo method where the points are chosen completely randomly using a pseudorandom number generator. The approximation of the integral is then based on the function evaluation at these points. Although on the average the number of points required to keep the error within $\epsilon$ is bound by $1/\epsilon^k$ there is no methodical way of constructing the sample points to achieve the bound (Papageorgiou and Wasilkowski, 1990). Recently, Wasilkowski (1991) showed that the shifted Hammersley points provide a low-discrepancy design. The number of points required to contain the approximation error within $\epsilon$ is proportional to $(\log(1/\epsilon))^{k-1}$.

In this section we describe a new sampling technique designed using the Hammersley sequence. We call this new technique the Hammersley sequence sampling (HSS) technique. The basic idea behind this technique is to replace a Monte-Carlo integration with a quasi-Monte-Carlo scheme. This quasi-Monte-Carlo scheme uses a quasi-random number generator based on the Hammersley points to uniformly sample a unit hypercube, and inverts these points over joint cumulative probability distribution to provide a sample set for the variables of interest. In the following two subsections we describe an algorithm for generating the Hammersley points, and then describe the implementation of inversion and the imposition of a correlation structure on the sample.

**Hammersley sequences**

The choice of an appropriate quasi-Monte-Carlo sequence is based on the concept of discrepancy. The deterministic upper and lower error bounds of any sequence for integration are expressed in terms of the discrepancy measure. Discrepancy is a quantitative measure for the deviation of the sequence from uniform distribution. Therefore it is typically desirable to choose a low-discrepancy sequence. Some examples of low-discrepancy sequences are the Halton (1960) and Hammersley (1950) sequences. However, the constant terms on the error bounds for these sequences are a strong function of the dimension $k$ of the unit hypercube and other sequences such as the Sobol sequences (Niederreiter, 1978) and Faure sequences (Forsythe, 1968) that have been developed to alleviate this problem. The other problem often encountered with the previously cited sequences is that the error bounds are not adequately sensitive to the form of the integrand. Several designs using “good lattice” points were introduced by Korobov (Niederreiter, 1978, 1986) in the literature to address these issues. Without embarking on a detailed discussion of these issues (the interested reader is referred to Niederreiter, 1992), it is apparent that we are faced with the issue of which sequence should one use for the design of a quasi-Monte-Carlo sampling technique.

In this article, we have chosen to use a variant of the Hammersley sequence. In the following paragraphs we provide a definition of the Hammersley points and explain an algorithm for the Hammersley design.

Any integer $n$ can be written in radix $R$ notation (as an integer) as follows:

$$n = n_k n_{k-1} \cdots n_2 n_1 n_0 = n_k R^k + n_{k-1} R^{k-1} + \cdots + n_0 R^0,$$

where $m = \lfloor \log_R n \rfloor = \lfloor \log_R(n R^m) \rfloor$, and the square brackets denote the integer part. A unique fraction between 0 and 1 called the *mantissa radix number* can be constructed by reversing the order of the digits of $n$ about the decimal point as follows:

$$\phi_n(n) = 0. n_1 n_2 \cdots n_k = n_0 R^{-1} + n_1 R^{-2} + \cdots + n_k R^{-k-1}.$$

The Hammersley points on a $k$-dimensional cube is given by the following sequence:

$$z_k(n) = \left( \frac{n_i}{N} \phi_0(n), \phi_1(n), \phi_2(n), \ldots, \phi_k(n) \right) \quad n = 1, 2, \ldots, N$$

where $R_1, R_2, \ldots, R_k$ are the first $k$-1 primes numbers. The Hammersley points are $x_i(n) = 1 - z_i(n)$. Now we present an algorithm to generate $N$ Hammersley points:

1. $k \leftarrow$ dimension of the unit cube, $N \leftarrow$ number of samples
2. $i \leftarrow 1$
3. $n \leftarrow \text{gen_prime}(i)$, $i \leftarrow i + 1$
4. If $i \leq (k-1)$ go to 3
5. $\text{count} \leftarrow 0$, $n_0 \leftarrow 1$
6. $i \leftarrow 2$, $z_i \leftarrow R_i$
7. $z_i \leftarrow \text{inv_radix}(n_i)$, $i \leftarrow i + 1$
8. If $i \leq (k-1)$ go to 7
9. $z_i(n) = 1 - z_i$
10. $\text{count} \leftarrow \text{count} + 1$, $n \leftarrow n + 1$
11. If $\text{count} < N$ go to 5.

$\text{gen_prime}(i)$ is a subroutine that generates the $i$th prime number, $\text{inv_radix}(n)$ is a subroutine that generates the $n$th
verse radix notation for n. We have implemented a version of this algorithm and tested it extensively using different distributions. A prime number generator from Knuth is used (1973, pp. 143–44).

**Implementation of correlation structures**

The implementation of correlation structures is based on the use of rank correlations (Inman and Conover, 1982). The method is very similar to the one used for Latin hypercube samples with one difference: LHS uses a matrix of independent permutations of arbitrary source for generating a correlation structure, whereas for HSS we use the Hammersley points for the same purpose. In this subsection we outline the method based on rank correlations used for generating a correlation structure in LHS and highlight the main difference in the implementation for the HSS technique.

Let $X$ be a matrix of uncorrelated random vectors, and let $C$ be the desired rank correlation matrix of $X$. Then since $C$ is positive definite, $C = P \times P^T$ (Cholesky factorization), where $P$ is a lower triangular matrix. Then for some matrix $R$ of arbitrary scores the transformed matrix $R^* = R \times P$ has the desired rank correlation matrix $C$. $R$ is chosen such that correlation matrix and the rank correlation matrix of $R^*$ are the same. Now to introduce the desired rank correlation in $X$, the random vectors are arranged in the same rank order as $R^*$. For LHS, the matrix $R$ is constructed from van der Warden scores (Inman and Conover, 1982), whereas for HSS the matrix is the set of Hammersley points.

**Uniformity properties of the Hammersley points**

In our discussion of different sampling techniques, we emphasize the importance of the uniformity properties of a sampling technique when the sample is used for approximating a distribution by finite samples. Figure 2 graphs the samples generated by different techniques on a unit square. This provides a qualitative picture of the uniformity properties of the different techniques. It is clear from Figure 2 that the Hammersley points have better uniformity properties compared to other techniques. The main reason for this is that the Hammersley points are an optimal design for placing $n$ points on a $k$-dimensional hypercube. In contrast, other stratified techniques such as the Latin hypercube are designed for uniformity along a single dimension and then randomly paired for placement on a $k$-dimensional cube. Therefore the likelihood of such schemes providing good uniformity properties on high-dimensional cubes is extremely small. Figure 3 illustrates the effect of imposing a correlation structure on the
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**Figure 2.** Sample points (100) on a unit square using (A) linear congruent generator, (B) random Latin hypercube, (C) median Latin hypercube, and (D) the Hammersley points.

**Figure 3.** Sample points (100) on a unit square with correlation of 0.9 using (A) linear congruent generator, (B) random Latin hypercube, (C) median Latin hypercube, and (D) the Hammersley points.
sample sets. The approach used is described in the earlier section, which uses rank correlations to preserve the stratified design along each dimension. Although this approach preserves the uniformity properties of the stratified schemes, the optimal location of the Hammingey points is disturbed by imposing correlation structure. The effect of this on the uniformity properties is not apparent from Figures 2 and 3, however, we will examine this issue in detail in the following subsections.

**Convergence properties of samplers**

In this subsection, we provide a comparison of the performance of the ESS technique to that of LHS and Monte-Carlo (MCS) techniques. The comparison is performed by propagating samples derived from each of the techniques for a set of $n$ input variables ($X_i$), through various nonlinear functions ($Y = f(X_1, X_2, \ldots, X_n)$) and measuring the number of samples required to converge to the mean and variance of the derived distribution for $Y$. Since there are no analytic approaches (for stratified designs) to calculate the number of samples required for convergence, we have conducted a large matrix of numerical tests. The design of the test matrix included varying the type of function, the number of input variables, $X_i$, type of input distribution, and the correlation structures between them. The details of the test matrix are described below.

**Sampling Techniques.** A total of four sampling techniques have been compared: Monte Carlo, random Latin hypercube, median Latin hypercube, and the Hammingey technique.

**Number of Variables.** The number of input variables used was varied between 2 and 10.

**Functions.** Five different kinds of functions were used and are outlined below:

1. Function 1: Linear additive function: $Y = \sum_i X_i$
2. Function 2: Multiplicative function: $Y = \prod_i X_i$
3. Function 3: Quadratic function: $Y = \sum_i X_i^2$; for $i = 2, X_i^2 + X_i^2$
4. Function 4: Exponential function: $Y = \sum_i X_i \times \exp X_i$
5. Function 5: Logarithmic function: $Y = \sum_i X_i \times \log (X_i)$

**Distributions.** Three types of distributions have been used for the input variables $X_i$. Two of them, uniform and normal, are symmetric and the third is a skewed distribution, lognormal.

**Correlations.** Three types of correlation structures have been used: the first is a zero correlation, and the other two sets use a correlation of 0.5 and 0.9 between the input variables.

The matrix represents a total of 189 data sets (4 sampling techniques × 3 types of distributions × 3 correlation structures × 5 functions) for each set of input variables $X_i$. As the number of input variables is varied from 2 to 10, it adds another factor of 9, that is, 1,620 data sets. However, in the interests of space and clarity, we present only the results that highlight the main findings of this numerical experiment. Initially, we present two figures (Figure 4 and 5) that illustrate the rate of convergence for the three sampling techniques: MCS, LHS, and HSS sampling techniques. Figure 4 plots the mean and the variance for the function $2$ using two input variables that are uncorrelated. A uniform distribution $U(0,1)$ is used for both the inputs. The results are uncorrelated—MCS requires a significantly larger number of samples compared to LHS and HSS, and the HSS technique requires far fewer samples to converge to within 1% of the variance as compared to LHS. The results are similar for correlated samples (Figure 5).

Figure 6 presents a more comprehensive view of the comparisons conducted in the numerical experiment. This figure plots the ratio of the LHS-to-MCS sample size as a function of the design parameters (outlined in the matrix given earlier) of the numerical experiments. The sample size used for this comparison is the number of samples required to converge to within 1% of the actual value of variance. Each subgraph plots the ratio of the sample size against the number of
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**Figure 4.** Mean and variance as a function of sample size for MCS and LHS (dotted line) and HSS (solid line) for 2 input variables without correlations: (A) MCS vs. HSS (B) LHS vs. HSS.

**Figure 5.** Variance as a function of sample size for MCS and LHS (dotted line) and HSS (solid line) for 2 input variables with correlation of 0.9: (A) MCS vs. HSS (B) LHS vs. HSS.
input variables for the four functions (function 1 to function 4) and for two types of input distributions: uniform (symmetric) and lognormal (asymmetric) uniform input distributions. Once again the results are encouraging—the HSS sampling technique has a much faster convergence rate, anywhere from a factor of 1.5 to 100 and large! The results presented here are qualitatively representative of the general trends observed for all the data sets that were analyzed.

In the next section, we apply the new sampling scheme to the robust design of a batch distillation column and illustrate the computational savings as compared to using the conventional techniques such as Monte Carlo or Latin hypercube.

**Robust Design of a Batch-Distillation Column**

The sudden increase in the production of high-value-added, fine-chemical and biochemicals in recent years has generated renewed interest in batch-distillation design. However, the current design procedures are still based on deterministic framework. We first present a description of the robust design problem in the context of batch-distillation column design and then outline the sample size required to characterize the variance of the output from the process that needs to be controlled for quality. Finally, we present the computational burden of solving the robust design problem for both the sampling techniques.

**Problem definition**

Figure 7a shows a conventional batch-distillation column with a reboiler at the bottom and a condenser at the top, which essentially performs the rectifying operation. For simplicity, consider a binary mixture with the feed composition \(x_F\) of a more volatile component (mole fraction) and total feed \(F\) (moles) to be separated in a batch distillation column. There are uncertainties and fluctuations in feed composition and feed amount over different batches, which amounts to saying that the feed composition \(x_F\), and feed \(F\) are uncertain quantities. There are measurement errors in quantities like vapor flow rate \(V\) (function of heat input to the reboiler), and reflux ratio \(R\). The thermodynamic errors lead to uncertainties in relative volatility \((\alpha)\) predictions. Given these variabilities and uncertainties, we want to design a batch column that will maintain the amount of product with the given purity. These variations are assumed to be at \(\pm 5\%\) error levels in the inputs, \(x_F, x_F, \alpha, V, R\), normally distributed. Numerical values of the design and noise variables (nominal values, \(\mu\) and \% error levels \(\epsilon_{\%}\)) are given in Table 1. So the problem of robust design translates into finding the number of theoretical plates and reflux ratio required to minimize the variance of the distillate amount (expressed in terms of a loss function described in the next subsection) of specific purity \(x_D\).

Since the objective from a robust design perspective involves minimization of variance in the amount of distillate (loss function), we characterize the number of samples required to estimate the variance to within 1% of its value using both Latin hypercube and Monte Carlo points. It should also be noted that calculation of the mean requires a significantly smaller number of samples than variance, and variance calculation is the major efficiency bottleneck for the robust design problem. The Latin hypercube requires about 30 points to converge as compared to 6,550 points required by the Monte Carlo sample. Figure 7b plots the variance as a function of number of samples. However, minimizing just the variance for a loss function based on variance can lead to over-design, therefore, we are considering an economic criterion with the associated loss due to variations as the objective function.

**Objective function**

Here we formulate the economic objective function based on the mean values of the parameters. The objective function

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
<th>Units</th>
<th>(E_{%})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_F)</td>
<td>2.9</td>
<td>mol fraction</td>
<td>5</td>
</tr>
<tr>
<td>(x_r)</td>
<td>0.5</td>
<td>mol fraction</td>
<td>5</td>
</tr>
<tr>
<td>(R)</td>
<td>2.5</td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>(V)</td>
<td>100</td>
<td>mol/h</td>
<td>5</td>
</tr>
<tr>
<td>(F)</td>
<td>100</td>
<td>mol</td>
<td>10</td>
</tr>
<tr>
<td>(x_D)</td>
<td>0.95</td>
<td>mol fraction</td>
<td>5</td>
</tr>
<tr>
<td>(B_{\text{op}})</td>
<td>36</td>
<td>mol</td>
<td>10</td>
</tr>
</tbody>
</table>

**Table 1 Parameters and Their Values Used in the Study**
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is derived from the profit function described in Dixwekar (1995). The objective was to maximize profit. Assuming \( D = \) average number of moles of product distilled, \( F_p = \) sales value of the product relative to the cost of feed \$0.1/meal, the profit function can be written as

\[
P = \frac{24(365)D_p}{T + t} - \frac{c_v N}{G_p} - \frac{c_p V}{G_p} - \frac{24(365)c_v c_p T}{T + t},
\]

where

- \( c_v = \) amortized incremental investment cost \(/[$15.0/m^2 plate]/m^2\)
- \( c_p = \) amortized incremental cost of the equipment \(/[$16.5/m^2]/m^2\)
- \( c_s = \) cost of steam and condensate to reboiler or condenser, respectively \(/[$0.00945/kg]/kg\)
- \( G_p = \) allowable vapor velocity \(/[15.0 \text{ kg/gas}/\text{m}^2]/m^2\)
- \( G_v = \) vapor handling capacity of the equipment \(/[0.0128 \text{ kg/gas}/\text{m}^2]/m^2\)
- \( N = \) number of plates
- \( T = \) batch time (average) \(/[\text{hr}]\)
- \( t_s = \) setup time for each batch \(/[0.1 \text{ hr}]\)
- \( y = \) vapor boilup rate \(/[\text{kg/gas}]/[\text{hr}]\)

To incorporate the robust design concepts in the objective function we need to add the measurement of quality during design. Following Phadke (1989) a quadratic loss function is included in the profit function described earlier. Here we are using the asymmetric loss function shown below:

\[
P = \frac{24(365)D_p}{T + t} - \frac{c_v N}{G_p} - \frac{c_p V}{G_p} - \frac{24(365)c_v c_p T}{T + t} - L(y)
\]

where

- \( L(y) = K_1 (y - \mu)^2 \quad y > \mu \)
- \( L(y) = K_2 (y - \mu)^2 \quad y \leq \mu \)

The quality variable in this exercise is the amount of distillate if the total distillate is less than the specified value, then there is a definite loss; therefore, we are using \( K_1 = \frac{24(365)p_r}{T + t_s} \). In this exercise we are assuming that if you produce more product \( y \leq \mu \), then there is no loss that is equivalent to \( K_2 = 0 \).

**Solution procedure**

The iterative nature of the robust design calls for use of simplified models. The shortcut method presented by Dixwekar and Madan (1994) provides an efficient alternative for robust design. Apart from computational efficiency, lower memory requirements, and the algebraic equation oriented form of the shortcut method, it is also useful in identifying the feasible region of operation crucial for design problems. Furthermore, the dimensionality of the problem does not increase with increasing number of plates, and the design variable number of theoretical plates is not an integer. These attributes make the shortcut method desirable for robust design procedures. For details of the shortcut method, please refer to Dixwekar (1995).

As stated earlier, the robust design problem involves solution of a stochastic optimization problem. Please note that it is easier to manipulate operating variables to adjust for the variations. Therefore, along with the key design variable, \( N \), we are including the operating variable, \( R \), in the optimal decisions. The following procedure outlines the steps for solving the robust design problem stated earlier.

1. In the stochastic optimization the optimizer in the outer loop finds the decision variable \( N \) and reflux ratio \( R \), and the inner loop is the stochastic model.

2. Outer loop—At first we need to find the feasible region for the decision variable \( N \) for the convergence of the optimizer. The minimum number of plates \( N_{\text{min}} \) provides the lower bound for \( N \), the upper bound can be specified from the economic constraints, which is specified to be 25 in this case.

\[
N_{\text{min}} = \frac{\ln \left( \frac{x_p}{1 - x_p} \right)}{\ln \left( \frac{1}{\alpha} \right)}
\]

Using the preceding relationship for the minimum number of plates, the lower bound for the problem given in Table 1 is found to be 2.25 (including reboiler as one plate). Therefore, the following bounds are used for the preceding problem:

\[
3.25 \leq N \leq 25
\]

where \( N \) does not include the reboiler,

3. For the given value of \( N \) and \( R \), perform the inner-loop calculations.

   (a) Inner loop—\( R_{\text{MIN}} \) provides the lower bound for \( R \). For the given values of \( N \), the lower bound for \( R \) is calculated.

   (b) Sample the noise variables \( R, V, \alpha, x_p \), and \( \sigma \) using the HSS sampling technique. (We have also used LHS for evaluation of the performance of the new sampling technique.)

   (c) If \( R \) for the sample is less than or equal to \( R_{\text{MIN}} \) (where \( R_{\text{MIN}} \) is defined as the value of \( R \) required to obtain the distillate composition of the key component \( c_y \) equal to the specified average distillate composition \( c_y \delta \) at the initial conditions for the given \( N \)), then calculate the total distillate \( D = 0 \) for that sample. Otherwise, run the shortcut model, stop when the average distillate composition is equal to the \( x_p \) value for each sample, and find the distillate amount \( D \) for each sample.

   (d) After all the samples are passed through the shortcut model, find the objective function for the outer loop. If the profit is maximum, then the number of plates and the reflux ratio profile represents the robust design, else, repeat the inner-loop calculations. Figure 8 shows the variation in the product

![Figure 8. Variations in the amount of distillate, before (A) and after (B) design for quality.](image-url)
amount before and after the robust design, where the variance in the loss function (when the total distillate is less than the specified value) is reduced from 255 to 71. The new optimal design requires 17.5 theoretical plates and a time-dependent reflux profile of $R_r = 2.5$ as compared to the original design of $N = 7.5$ and $R_r = 3.5r + 0.25$. The optimal design resulted in a threefold increase in the annual profit.

Conclusions

This article presented a new sampling technique based on Hammelecker points. This new sampling technique is shown to have better uniformity properties, which reduces the computational intensity of the stochastic optimization problem considerably. A robust design concept was introduced in the context of a batch-distillation column design operating under internal and external uncertainties. Since the robust design concept essentially involves solution of the stochastic optimization problem, it was found that this sampling technique is always preferable for robust/parameter design problems. This is because of its high precision and consistent behavior coupled with great computational efficiency. The computational efficiency of this new sampling technique shows great promise for its use in other application areas such as stochastic modeling, Monte-Carlo simulations, and experimental design.
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